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Abstract

We show analytically that almost all three-dimensional dissipative quadratic systems of ordinary
differential equations with a total of five terms on the right-hand side and one nonlinear term (namely
5-1 cases) are not chaotic except twenty one of them. Indeed we find nine systems that exhibit chaos,
which were discovered by Sprott and Malasoma earlier. They are the simplest dissipative chaotic systems
found so far. In this paper we also extend Heidel-Zhang’s theorem which provides sufficient conditions
for solutions in the three-dimensional autonomous systems with polynomials and rational expressions
on the right-hand side being nonchaotic. We then investigate the twenty one systems analytically and
numerically. We show the portraits of some typical chaotic and non-chaotic solutions in phase space.
For two of the systems that exhibit chaos we found stable period 1, 2, 4, 8 and 12 orbits numerically.

1 Introduction

In this paper we study the chaotic and nonchaotic behavior of the set of all three-dimensional dissi-
pative quadratic systems with a total of five terms on the right-hand side and one nonlinear term. The
Lorenz equation [7] and Réssler system [9] both with seven terms on the right-hand side do exhibit chaos
for certain parameter values. Sprott studied quadratic systems with less than seven terms and more than
four terms on the right-hand side in [10] and found numerous cases of chaos in systems with six terms
on the right-hand side and only one nonlinear (quadratic) term and systems with five terms and two
nonlinear terms. In [12] and [13] Sprott also found examples of chaotic systems with five terms and only
one nonlinear term.

In [14] Zhang and Heidel proved that all of the three-dimensional dissipative quadratic systems with a
total of four terms on the right-hand side are not chaotic. Later in [5] Heidel and Zhang proved that almost
all of the three-dimensional conservative quadratic systems with four terms on the right-hand side are not
chaotic. The only system that is not proved being non-chaotic completely is ' = y? — 2%, ¢/ =z, 2/ =v.
Numerical studies show that this system does not exhibit chaos. More recently Heidel and Zhang ([6],
2007) made much progress on determining if a system is nonchaotic. The authors proved a theorem which
provides sufficient conditions for solutions in three-dimensional autonomous systems with polynomials
and rational expressions on the right-hand side being nonchaotic. In [6] all three-dimensional conserva-
tive quadratic system with five terms on the right-hand side with one nonlinear term were studied and
we showed analytically that all but five of them are nonchaotic. Our numerical simulations seem to show
that only one of the five systems 2’ = y> — 2+ A, ¥ = z, 2/ = z, discovered by Sprott in [11], exhibit chaos.

In this paper we first change the second hypotheses (H2) of Theorem 2.1 in [6](2007) to include
the torus and surfaces with more complex topology. Then we focus on the set of all three-dimensional
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dissipative systems with five terms and one quadratic term on the right-hand side (namely 5-1 cases). Our
goal is to determine which systems exhibit chaos and show analytically that all the rest are nonchaotic.

According to our classification in [6] we start from all possible dissipative systems. After eliminating
solvable systems, systems that are equivalent to two-dimensional systems, four-term systems, linear sys-
tems, and/or some linearly equivalent systems, we only have to consider 65 systems.

Each of the systems in this paper is rescaled as in the following example. The system

& =ay®+bx +cz
y=rc =4 (1.1)
Z=py

where a, b, ¢, , p # 0 are constants, can be transformed into one of the following two systems

X'=Y*+£ X +AZ
Y =X =
Z'=Y

by the scalar transformation
r=aX, y=p0Y, z=~4Z, T=0 0>0

for two different sets of parameters a, b, ¢, r, and p. More specifically

b3 b? b 1
a:—j’ /8:—, ’y:fip’ 5:*7, b<07

ar ar ar b

and system (1.1) is transformed into the “ —” system;
b b? b 1
o= —, 5275 ’722, 5:75 b>0)

ar? ar ar b

and system (1.1) is transformed into the “+ 7 system. The “+” system and the “—” system are related

by the following transformation

t——t, X—-X, Y=Y Z——-Z
Studying the “ —7 system when t — oo is the same as studying a system linearly equivalent to the “ 47
system when t — —oo and vice versa. So it is sufficient to study the two systems both when ¢ — oco. For
convenience, we change the capital letters back to the small letters.

For systems with more terms on the right-hand side, after the above scalar transformation more
parameters have to be kept. For expamle for systems with 6 terms, two parameters have to be kept.

In section 2 we prove Theorem 2.3 and give a supporting example. In section 3, we list all the three-
dimensional 5-1 dissipative systems without constant terms and prove analytically that 30 of the 44
systems are not chaotic. The remaining 14 systems are considered further in sections 5 and 7. Section 4
gives a complete list of all three-dimensional 5-1 dissipative systems with constant terms and we prove
that 14 of the 21 systems are not chaotic. The remaining 7 systems are studied further in section 5 and 7.
In section 6 we investigate the nine 5-1 dissipative systems that exhibit chaos.



2 Nonchoatic Behavior on torus and surfaces with more complex topology

In [6] we considered the autonomous system
o =f(x), zeRY, teR (2.1)

where /' = %, fis a map from D C RN to RY. Let z(0) = z¢, and xj, xoj and f;, 7 = 1,2, ..., N be
the jth component of x, xg and f, respectively. f;s are polynomials or rational expressions with N spatial
variables. In the hypotheses of Theorem 2.1 in [6] the authors assumed simpler topology on simple surfaces.
But torus or more complex topology are not considered. In this paper the authors extend the hypotheses
in Theorem 2.1 in [6] to that each simple surface is homeomorphic to a two dimensional surface with any
topology and so torus is certainly among them.

We will inherit the terminologies bounded and unbounded oscillatory, bounded chaos, isolated fixed
point, simple sur face, complex sur face, isolated sur face etc. defined in [6].

Next we recall some concepts in algebra. Let P(z) = ¥, A,z% be a polynomial, where x € RN N>1
is an integer, o = (a1, ..., an), and each of the ;’s is a nonnegative integer, z® = z{*...z%", the order of
the multi-index « is denoted by |a| = a3 + ... + any and A, € R. The maximum order of all terms is the
degree of the polynomial. An nth degree irreducible polynomial is a polynomial that can not be expressed
as the product of two polynomials both with degree less than n. By the fundamental theorem of algebra,
every polynomial in the above form can be factored as the product of irreducible polynomials with real
coefficients. Therefore for some m < max |«|

=[P, (2.2)
j=1

where P;(z)’s are irreducible polynomials and the zero set {x € RV |P(x) = 0} of P(z) is the union of the
zero sets of Pj(x), j = 1,...,m. The zero set of each of the P;(x) consists of a finite number of connected
components and each of them has dimension at most N — 1 in R¥.

The following well known result will be applied in the proof of Theorem 2.3.

Lemma 2.1 Let Pi(z) and Py(z), x € R3, be two irreducible polynomials and Py and Py are not pro-
portional. Then the set {x € R3|Pi(x) = 0 and Py(z) = 0} is either empty or has dimension zero or
one.

Lemma 2.2 Let P(z), z € R3 be a polynomial. Then there exist two polynomials Pi(x) and Py(z) such
that P(z) = Pi(z)Pa(x), and the zero set of each irreducible polynomial factor of Py(x) is nonempty and
the zero set of Py(x) is empty.

Now we make the following assumptions on system (2.1) for N = 3:

(H1) System (2.1) is equivalent to

d
FH (), al a)) = C* + / GH(s), (s, ay()) ds, "= (2.3
or
d
Ff(z,y,2)=C" + / Gt (x(s), y(s), 2(s))ds, = pn (2.4)
for some integer 1 < j < 3 and equivalent to
T* d
F_(‘;l}j’ ijj7 IL‘j) =C" +/ G_(LIL"]'(S), i’j(S), l‘j(S))dS, = E) T=—t (25)
0
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or

F(,y,2) = C" +/ G (als), yls), 2()) ds, "= e 7= (2.6)

for some integer 1 < j < 3, where C* are constants and G*(y) > 0 for all y € R3.

r + +
(H2) Each of the functions f(y) = quy/; in (2.1), F*(y) = gig ; and G*(y) = g%g; in (2.3) and (2.5),

y € R3 is either a polynomlal or a rational expression with min,cgs{|Q*(y)|, Q5 ()|} > qo > 0, where
r(y), q(y), R*(y), Q*(y), R¥(y) and QF(y) are polynomials and qo is a constant. The intersection of
{r € R®|G*(x) =0} and {x 6 R3|VG*(x) - f(x) = 0} has dimension at most one.

Theorem 2.3 Under hypotheses (H1) and (H2) system (2.1) has no bounded chaos.

Proof of Theorem 2.3: Chaotic behavior in system (2.1) can happen as ¢ — oo and t — —oo. We
show that if (2.3) holds, then the system is not chaotic when ¢t — oo and similarly if (2.5) holds, then the
system is not chaotic when ¢ — —oo. The proof is similar if we replace (2.3) and (2.5) by (2.4) and (2.6)
respectively. Since the proof for the case when ¢ — —oo is the same as that when ¢t — oo, it is sufficient
to prove the case for t — co. Without loss of generality we consider solutions for ¢t > 0. For simplicity we
denote F™ as F and GT as G respectively. Then (H1) implies

jtF( (1), 25(t), 25(t) = G(a] (1), 5(t), z;(t)) > 0.

Therefore either F'(z7, x;, ;) has a limit L > —oo, as t — oo, where

L=C+ /000 G(z(s), ;(s), z;(s)) ds

or F(zf, x ], xj) — 00, as t — w < oo. For the latter case, (H2) implies that at least one of the z;,
7 =1, 2, 3is unbounded and therefore the solutions are not chaotic when ¢ increases. For the first case we
will ShOW that the solutions are not chaotic by checking all the possible behaviors of the system. We define
the following two sets of the initial conditions x(0) and consider the solutions in the two sets separately.

2 = {(x(0) € R? | F(:):g(t), x;(t), z;(t)) = o0, as t — oo},

Qs = {(z(0) € R? | F(af(t), 2(t), 2j(t)) = L < o0 as t — oo}

Case 1. z(0) € Oy

Then (H2) implies again that at least one of the z;, j =1, 2, 3 is unbounded and therefore the solutions
are not chaotic when t — oo.

Case 2. z(0) € Q».
Then [;* G(:c;-'(s), x
sub cases.

Case 2.1 G - 0 as t — o0.

Since [ G ds is bounded, G’ is unbounded. (H2) and the fact G’ is unbounded implies that at least one
of the x;, j = 1, 2, 3 is unbounded. Therefore the solutions are not chaotic. For convenience, we define
the set Q; as

/

(), x;(s)) ds is finite. We consider G+ 0 and G — 0 as t — oo in the following two

Qf = {z(0) € Qy : lim G = 0}.

Case 2.2 2(0) € Q;, ie. G—0,ast— oo.
Then we have:

F(m}'(t), m;(t), xj(t)) — L and G(:c;’(t), x;(t), zj(t)) = 0ast— oo (2.7)



Now we define the following two sets: .
S1 = {x ER?’\F( ) = F(a:j, 2, 2j) — L =0} and Sy := {x e R¥| G(z) = G(z], o, x5) =0}
Then by (H2) F(x) and G(z) are polynomials or rational expressions in z. Here we recall the distance of
two sets 0; and 6y in R?
d(01,02) =  inf T —
(61,6) = _jnf_ o=yl

where || - || denotes the Euclidean norm. From (2.7) for any solution x with z(0) € Qg, d(xz,S1) — 0 and
d(xz,S3) — 0, as t — oo. Since S and Sy are close sets, S1 N Ss is not empty and the solutions asymptote
to an w-limit set Qw~C S1NSs.

Since F'(z) and G(x) are polynomials or rational expressions, the connected components of S1 NSy is
a collection of a finite number of points, a finite number of one dimensional curves closed or not closed, a
finite number of disjoint two dimensional surfaces and a finite number of unions of one dimensional curves
and two dimensional surfaces in R3. Let n be the total number of connected components in S; N .Sy and
denote each of the components I;, i = 1,...,n. We again classify the initial conditions z(0) € Qg as:

Qb = {x(0) € Q) : lim d(a(t), ;) = 0, dim{Z;} = 0/1 for some i = 1,..,n.}

and

O, = {z(0) € QI : hm d(z(t),I;) = 0, dim{[;} = 2 for some i = 1,..,n.}.

Then Q ,UQL, = Q) and @), NQJ, = 6.

Case 2.2.1 2(0) € Q;l.

(H2) implies that the one dimensional curves are intersections of the surfaces of irreducible polynomials.
Therefore each solution in this case can only either approaches an equilibrium, or a limit cycle or goes to

infinity. Therefore the solution can not be chaotic.
Case 2.2.2 (0) € Qf ,,.

Without loss of generality, we consider when F(z) and G(z) are polynomials. Then by the fundamental
theorem of algebra,

F(x):HF]( ) and G(z H

J=1

where ﬁ’jf(x)’s and éj (x)’s are irreducible polynomials. Note that in this case by (H2) and lemma 2.1

there exists an [ such that Fh (z) = Gj, (x), -y Fiz (z) = Gj,(x), for all € R3.

We call the set {x € R3|M(z) = 0} a positively invariant set under the flow 2’ = f(zx) if M (z(0)) =0
implies M (z(t)) = 0 for all t > 0. Then obviously if (VM, f)|ar=o = 0, M = 0 is positively invariant under
the flow.

Here for each of the I; with dimension 2, we define

d; = max {dim{:r ERIVE (2)- f = 0}}

=dye05tq

and
b, ={z(0) € Ql,: lim d(a(t), ) = 0, d; < 1 for some i = 1,..,n.}

and by (H2)

L, = {z(0) e Qf, : lim d(a(t), 1;) = 0, d; = 2 for some i = 1,..,n.} = ¢,

where ¢ is the empty set.
Hence z(0) € Qf, | < z(0) € Q2 ,.



Clearly each of the solutions in this case will either asymptote to a curve which is an intersection of the
zero sets of two irreducible polynomials or an equilibrium. Therefore they are not chaotic.
This completes the proof of the theorem. B

In the following example we will see that there is an invariant manifold on a two dimensional torus.
We will apply our theorem to show that the system is not chaotic.
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) AR?2(2xy+2yz)(fyP+A)—(doy+dyz) (£y> +A)OF3y2 2 T+T 222
= (£y3+A)0
where T'(z,y, 2) = (22 +y? + 22 + R?2 — 12)2 — 4R%*(2% + %) = ©%2 — 4R?*(2? + ¢?),
O =224+ y?+ 22+ R?> —r?, where R > r > 0, and A are constants.
After this scalar transformations . = X, y = =Y, 2 = Z, t = —7, the “+ 7 system of (2.8) is transformed
to the “ —7 system.
Proof: For “+ 7 system of (2.8), we have

42(y + A)O2 = AR*(2xy + 2y2)(y° + A) — (dwy + 4y2) (> + A)© — 3y*2T + T?2?

{(4zx’ + 4yy')O + 422'0 — AR*(2za’ + 2yy) Y (v + A) + 3y°y'T = T2
Since T'(z,y, 2) = (2?2 + y? + 22 + R? — r?)? — 4R?*(2® + y?) = ©2 — 4R?(2? + 9?),

T' = (4aa’ + dyy' + 422")0 — 4R? (222’ + 2yy/)

We have
T’(y3 +A)+ 3y%y'T = T?a?

Integrate to get

t
T(y*+A) = C+/ T?2% ds
0

where C' is a constant. Since the zero set of T" is a torus, we need to check (H2) of the theorem. We first
calculate the gradient of T

VT = (420 — 4R%z, 4y© — 4R%y, 420)
and then calculate the dot product of VI and the vector field
(VT) - (2, ¢, 2') =0

(VT) - (2, 4, ') = (420 — 4R%*x)y + (4y© — 4R%y)z + 4202' =0

T=(2*+y>+22+R*—1%)? —4R* (2> + ) = 0 (2.9)
_ AR?(2xy+2y2) (yP+A)—(dzy+4y2) (y3+A)0—3y2 2T+ T2 2>
where 2/ = ST A0

Obviously the solution to the above system of algebraic equations is an invariant manifold which has
dimension one. Then by the above theorem, the “+” system is not chaotic.
For the “ — " system of (2.8), we have

t
T(y? — A) = C+/ 1222 ds
0

A similar argument to that of the (2.8)+ concludes that the “ —” system is not chaotic. B

dx
For convenience in the next 2 sections, we let z = 2/ = q and tg = 0.



3 Five-term dissipative systems with one quadratic term and without constant

terms.

Three-dimensional 5-1 dissipative systems without constant terms that need to be considered are the

following 44 systems:

"=+ + Az
=x

=Y

ISR SR

{x’:yQ—i—A:E—{—z
y =z
2 =+z
=12+ Ay + 2
y =
2 ==z
=yt + Ay

y ==z

Z =T

=y +ta+ Az

=z
J=x
=yztax+ Ay
y ==z
=z

¥ =dr+y+ Az
/::U2

2 =ux
¥ =tx+y+ Az
y/:l‘2

z

=Y

—_— — N — ——

¥ =Ar+y+=z
y/:$2

Z =4z

¥ =xx+y+ Az

/:2’2

Y=
¥ =tx+y+ Az
=z

Z =y

(3.1)

(3.8)

(3.9)

(3.10)

(3.11)



¥ =y’+z

Yy =x+ Az
2 =ux
=9y’ +z
Yy =z + Az
2=y

¥ =y?+ Az
Y =x+z
2=z

¥ =y’+x
Yy =Ay+z
2 =ux

¥ =y?+ Ay
Y =z+z
2 =+z

o =y?+ Ay
y' =2y +z
2 =ux

¥ =y?+ Az
y=xty
=

' =y?+ Az
y=x+ty
2=y
=y’ +z
y =z+ Ay
2=z

' =9y?+ Az
Y =x+z2
2=z
=y + Az
y =+ty+z
Z ==

¥ =22+ Az
Yy =xty
=y

(3.12)

(3.13)

(3.14)

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

(3.23)



Yy =x+ Az
7=y
=22+ Ay
Y =xty
Z=x

a' =22+ Ay
y=zty
==
=22+ Ay
Yy =ty+2z2
Z=ux

¥ =224 Az
y=z+ty
2=y

' =yz+ Az
y=zty
=

¥ =yztux
Yy =x+ Az
Z=x

¥ =yztzx
Yy =x+ Az
2=y

' =yz+ Az
Yy =+ty+z
=

' =yz+ Ay
y=xty
=z

' =yz+ Ay
v =dy+2z2
=

' =yz+ Az
y=xz+ty
==z

(3.24)

(3.25)

(3.26)

(3.27)

(3.28)

(3.29)

(3.30)

(3.31)

(3.32)

(3.33)

(3.34)

(3.35)



[m’:yz+Az
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y=xty (3.36)
2=y
¥ =yz+ Az
Yy =+y+z (3.37)
2=z
2 =+x+ Ay
Yy =x+z (3.38)
LZ/ — :E2
¥ =xx+y
Yy =Ay+z (3.39)
U
= +x+ Ay
Yy =x+=z (3.40)
o = y2
' =+x+ Az
y=x+z2 (3.41)
o = y2
=4z + Ay
y=x+=z (3.42)
2 =uxy
¥ =dr+y
Yy =Ay+=z (3.43)
Lz’ =y
¥ =2x+2
Y = Ay + 2 (3.44)
2=y
Among the 44 systems listed above 33 of them are dissipative when choosing “—7” sign, except systems

(3.2), (3.9), (3.14), (3.15), (3.20), (3.23), (3.29), (3.32), (3.39), (3.43) and (3.44) which are dissipative when
+1+4 A < 0 by the definition of dissipative systems(see [6]). Although this paper focuses on dissipative
systems in this section, it is convenient to deal with systems (3.2), (3.9), (3.14), (3.15), (3.20), (3.23),
(3.29), (3.32), (3.39), (3.43) and (3.44) for both +1+ A > 0 and +1+ A < 0. We show in the next theorem
that 30 of the 44 systems are not chaotic.

Theorem 3.1 Systems (3.2) «~ (3.5), (3.7) «~ (3.10), (3.12), (3.14) «~ (3.17), (3.20), (3.21), (3.23),
(3.25) « (3.30), (3.32), (3.33), and (3.38) « (3.43) are not chaotic.

Proof. Systems (3.2), (3.3), (3.9), (3.14), (3.16), (3.20) and (3.21) all have that z(t) = Ce~'. Therefore
z — 0, as t — 0o. Their scalar equations in another component are of the following forms:



(3.2)  §—y?— Ay =Cett
(3.3)  §—y?— Ay = Ce*t
(3.9)  i—a%— Az ==+Ce
(3.14)  §—y? — Ay = (A — A%)Ce*! (3.45)
(3.16)  §—y* — Ay = £Ce™
(3.20) §—y?=(A+1)Ce™t
(3.21) §—y?=(A+1)Ce™
where A and C are constants. For the equations with a “ —” sign in (3.45) the RHSs approach zero as

t — oco. By Theorem 2.1 in [6] the 7 systems are not chaotic. For the equations with a “+” sign in (3.45),
the solutions of these equations are unbounded and therefore there is no bounded chaos in the 7 systems.
Hence these 7 systems are nonchaotic.

Next we show that systems (3.4), (3.5), (3.8), (3.10), (3.12), (3.15), (3.17), (3.23), (3.25), (3.26),
(3.28) « (3.30), (3.32), (3.38) « (3.43) are not chaotic. The scalar equations and the integration of the
scalar equations of these 20 systems are as follows:

(3.4) =+:
+:
(3.5) +:
+:
(3.8) +:
+:
(3.10)+ :
+:

(3.12)+ :

(3.15)+:

(3.17)=+ :

+:

(3.23)+ :

Y =y?+ij+ Ay, multiply by and integrate

gj - %yg - gyﬁc S0 = C+/0t172<s>ds

Y =y?>+ 4+ Ay, integrate
ii-Ay=C+ [ 47 ds

% = Ax? + & + 2zd, integrate
i F i — :C'+/OtA$2(s)ds

Y =22+ %+ Az, integrate
é$z’—Az:C—|—/0t22(s)ds

Y = Ay? £ i+ 2yy, integrate
it = [ Ao

Y =9y*+ (A£1)jF Ay, integrate
j—(At1)y+y= C’—l—/tyz(s)ds

Y =y? i+ Ay multi;ly by  and integrate
i - éyg - g?ﬁ ¥ éf = C+/Oti/'2($)d$
=224+ (A+1)5 T A3, integrate

t
é—(A:tl),é:tAz:C'—i—/ 22(s) ds
0

11
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(325)+: ¥ =7F22+5+ A3+223,  multiply by % integrate
+: Zq:z':tz2Az:C+/tz2(s)ds

(326)£: ¥ =22+ (A%1)z, ingegrate
+ : fé—(Ail)y:C—l—/OtzQ(s)ds

(3.28)4+: =245+ Az, integrate
1 A 1 t
+: z'é—z?’—z2$z'2:c+/éz(s)ds
3° 727 T2 o
(332)+: Y =7y +ij+yy+ A Fy) integrate
.1 !
+: y2y2A(yiy)=CﬂF/y2(S)ds
0
3.38)£: ¥ = Az®+£i+ A%, integrate
( ; g

(3.47)

+: jfZF:[c—Ax:C—i-A/Otxz(s)ds
(3.39)+: ¥ =2+ (A£1)ZF Ai, integrate
i—(Ajzl)g'cj:Ax:C+A/tx2(s)ds
(3.40)%: U = Fy* + (A + 1)y + 2y3, ’ integrate
j—(A+1)g -y —C¢/ty2(8)d8
(340 x: ¥ =(AF1)y*+9+ 2y, i integrate
+: z)qty'—y2=0+(z4¢1)/0ty2(8)ds
(3.42)+: % =Fa?+i+ Ai +xi, integrate
+: i¢i—Am—§x2:C$/0tx2(s)ds
(3.43)+: & =Fa® +(A+£1)ZF Ai + i, integrate
+: fé—(Ail)y'ciAa:—;xzzC:F/Ota:Q(s)ds
where C' is a constant.

In system (3.29), let u =y — z, v’ = £y. Then its scalar equation is
" F (A + D" + uu’ + Au' = £(u/)?. Integrate to get

t
u" F(A+ Du' + %uQ +tAu=C= / (u'(s))* ds
0

where C' is a constant.
In system (3.30), let u =y — 2, v/ = Az. Then its scalar equation is u
to get

" Fu —uu' = % (v)% Integrate

t
u":Fu’—1u2—C’+1/(u'(s))2ds A#0
2 1/,

where C' is a constant.
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When A = 0, z = y + B for some constant B, and therefore ' = y(y + B) £ z, ¥ = z. By the
Poincaré-Bendixon Theorem [4], the system is not chaotic. By Theorem 2.1 in [6], these 20 systems have
no bounded chaos.

System (3.7) can be written as 2D scalar equation: 2" = +2’ + 22 4+ Az. By Poincaré-Bendixon Theo-
rem, the system is not chaotic.

Consider system (3.27), since y" = +y' + x, v = +y” + 22 + Ay and 2z = ¢/ F y, we have

y" =4y + ( Fy)* + Ay multiply by (v Fy)’, lead to
.1 I/

vy F YY" =) vy + W F ) W Fy) + Ay F Ayy

integrate to get

2 t
W) F2y + ) - S Fy)d £ Ay - 24yy' = C - A/O (v (s)) ds

3
where C is a constant. By Theorem 2.1 in [6], the systems has no bounded chaos.
System (3.33) has a 1D invariant manifold z = 0, z = —A and y = yoe™*, where yq is a constant. Its

scalar equation reads
(z+A)" = (z4+ Az £22" + 22"+ Az + A)Z + A

Integrate to get
1 t
22" — 2% A — gz?’ — AP T2 AT A =C+ / (2 (s))* ds
0

where C'is a constant. By Theorem 2.1 in [6], the system has no bounded chaos. This completes the proof
of the theorem. B

4 Systems with constant terms

All three-dimensional 5-1 dissipative systems with one quadratic term and constant terms that need to
be considered are the following 21 systems:

¥=y’+ax+A

y/:z (4.1)
Z ==z

=y’ +z2+A

y == (4.2)
2 =+z

¥=yztaz+ A

y=x (4.3)
2=y

¥=22+x+y

y=A (4.4)
Z=x

13



=xr+z

—_— —— —— —— —— —— —— ——
< < S < <
I
&N@w
H-
e T
N

=22+ A
'=x+y
2=y
=yz+ A
'=x+y
2=z
¥=yz+ A
y=z+ty
2=y
¥=yz+ A
Yy =dy+z
Z=x

¥=22+z

y=x+A

2=y

Yy =dr+ A
Z=x

¥ =yztux
y=z+A

2 =ux

¥ =yztux
y=x+A

2=y
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(4.5)

(4.6)

(4.7)

(4.8)

(4.9)

(4.10)

(4.11)

(4.12)

(4.13)

(4.14)

(4.15)

(4.16)



' =yztux
Y =2+ A (4.17)
Z=x
=yt
vy =x+z2 (4.18)
Z=A
y=zxy (4.19)
Z=A
2 =+x+2
y=x+A (4.20)
2 =uxy
2 =+x+2
y=z+A (4.21)
2 =uxy

We refer the “ 4 7 systems as (na) and the “ — 7 ones as (nb), where the n represents one of the labels

4.1,4.2, ..., 4.21.

Theorem 4.1 Systems (4.1)-(4.4), (4.7)-(4.9), (4-11), (4.13)-(4.16), (4.18), and (4.19) are not chaotic.
Proposition 4.2 Systems (4.1), (4.2) and (4.3) are equivalent to (4.13), (4.14) and (4.16), respectively.
Proof. (1) For system (4.1), let X =x F A, Y = 2z, Z = y. Then system (4.1) is equivalent to (4.13). (2)
For system (4.14), let X =z, Y =y F A, Z = y. Then system (4.14) is equivalent to (4.2). (3) Finally,
for system (4.3),let X =x F A, Y =y, Z = z. Then system (4.3) is equivalent to (4.16). B

Proof of Theorem 4.1. Systems (4.2), (4.3), (4.4), (4.7), (4.11), (4.15), (4.18), and (4.19) are trans-
formed to the following equations respectively.:

(4.2) j—1y?=Cett+ A, z=Cet!

(4.3) 2—%22:F2:At+0

(4.4) (-2 Fi=At+C, y=At+C

(4.7) G-y =CeT+ A, 2(t) =Ce*!

(4.11) 2—%z2:FézAt—|—C’

(4.15) -2 —(At+C)2F2=0, y—z=At+C
(4.18) -y Fy=FAFC+A z=At+C

(419) -y TFy=At+C, z=At+C

where C' is a constant. Among the above systems (4.2) is the same as (4.7), (4.3) is the same as (4.11)
which is equivalent to (4.4), (4.18) and (4.19). So it is sufficient to consider systems (4.2), (4.3), and (4.15).
For the “ 47 systems, since the RHS of (4.2) and (4.3) both go to infinity, one of the three variables x, y
and z of LHS in them is unbounded. For the “ —" systems, since the RHS of (4.2) and (4.3) go to zero,
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by Theorem 2.1 in [6] the systems are not chaotic. From system (4.15) we have y — z = At + C. Then the
argument is the same as that of (4.2).

Since (4.1) is equivalent to (4.13), we only need to consider (4.1), (4.8), and (4.9). Their scalar equa-
tions and integration of the scalar equations are as follows:

(41) £: Y =9*+4+ A, multiply by yand integrate

.o 1o 1 L
£ yy—3y3¢2y2—Ay=C+/0y2(8)ds

(4.8) £: Y =¢*+j+ A, multiply byyand integrate

.1 1. L
+: yy—3y3¥2y2—Ay=C+/0y2(S)d8

(4.9) £: ¥ =224+%4+ A, multiply by #and integrate
1 1 t
+: 22—23:|22"2—AZZC+/ 52(s) ds
3° 72 0

where C' is a constant. By Theorem 2.1 in [6], there is no bounded chaos in the systems. Bl

5 Chaotic candidates

The following 21 systems which were not proved analytically are left as chaotic candidates.

=y’ +a+ Az

y =x (3.1)
2=y

¥ =yztao+ Ay

y ==z (3.6)

Z =z

¥ =tr+y+ Az

y =z (3.11)
2=y

=yt

y =x+ Az (3.13)
2=y

' =1y? + Az

y=zty (3.18)
2=z

' =y? + Az

y=xty (3.19)
2=y
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2=y
¥ =yztux
Yy =x+ Az
2=y
' =yz+ Ay
Y =ty+z
2 =ux
¥ =yz+ Az
y=xty
=z
' =yz+ Az
'=axty
i
' =yz+ Az
"=ty +z
2=z
(a:’:ix—i—z
Y =Ay+=
2 =uxy

y =zz
2=y
¥=yz+ A
y=xz+ty
2=z
=yz+ A
Yy =ty+z
2 =ux
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(3.22)

(3.24)

(3.31)

(3.34)

(3.35)

(3.36)

(3.37)

(3.44)

(4.10)

(4.12)



' =yztux

Y =z+A (4.17)
7 =x
¥ =dx+z
y=x+A (4.20)
2 =axy
¥ =dx+2z2
y=z+A (4.21)
2 =xy

where the “+7” and “—" systems are labeled as (na) and (nb) respectively. We can see that systems (nb)

are dissipative.

Theorem 5.1 (1) If A <0 in system (3.1a) and A > 0 in system (3.1b);

(2) If A <0 in system (3.6a) and A > 0 in system (3.6b);

(3) If A< —1 and A =0 in systems (3.11a) and A > 1 and A =0 in systems (3.11b);
(4) If A <0 in system (3.19a) and A > 0 in system (3.19b);

(5) If A > 0 in systems (3.13), (3.18), (3.22), (3.24), (3.31) and (3.35);

(6) If A <0 in system (3.36a) and A > 0 in system (3.36b);

(7) If A>1 and A =0 in systems (3.44a) and A < —1 and A =0 in systems (3.44b),
then these systems under the given conditions are not chaotic.

Proof: (1) From system (3.1), we have
Z”/ :Z/2i21/+AZ
Multiply by z” and integrate to get

"
22—

t
23— 2427 =C — 2/ (AZ'2 F 2"%)ds
0

W N

WV

when A < 0 in system (3.1a) and A
(2) System (3.6) gives

0 in system (3.1b), by Theorem 2.1 in [6], the system is not chaotic.

y/// — yy/:l:y//+Ay
Multiply by y and integrate to get

1 1 ¢
w' =5y -yt Fw =C +/ (Ay® Ty'?) ds
0

when A < 0 in system (3.6a) and A > 0 in system (3.1b), by Theorem 2.1 in [6], the system is not chaotic.

(3) Consider system (3.11a).
Since (x — z)) =z — 2+ (1 + A)z, let w = x — z. We have that v/ = u+ (1 + A)z, and 2" = xz. Thus,
r=u-+ ﬁ(u’ — u). The scalar equation in wu is

W = —u?

1 / 2
1 +A(u w)
Integrate to get

t 1
no__ 0 2 _ _ 2 _ I 0N\2
u' —u —0.5u°=C /0 <u (s) 1+A(u u) ) ds

18



If A < —1, by Theorem 2.1 in [6], the system is not chaotic.

If A= —1, then (z — 2z) = z — 2. We have that x — 2z = Ce!. When C = 0, it is trivial. If C' > 0, then at
least one of z and z is unbounded as t — oo. If C' < 0, the argument is similar to that for the case C' > 0.
If A =0, integrate the first scalar equation in u to get

1 t
u”—u’+2u2:0+/ u'?(s)ds
0

by Theorem 2.1 in [6], the system is not chaotic. Therefore system (3.11a) when A < —1 and A = 0 is not
chaotic.

Now consider system (3.110). Since (z — 2)) = —x + z + (A — 1)z, let u = x — z. We have that
w =—-u+(A—-1)z and 2’ = zz. Thus, x = u + ﬁ(u' + ). The scalar equation in w is
u///+u//:uu/+u2+ A_l(u/+u)2

Integrate to get

t
u” +u' —0.5u% = C + / <u2(s) + (u' + u)2> ds
0

A-1
where C' is a constant. If A > 1, by Theorem 2.1 in [6] system (3.11b) is not chaotic.

IfA=1, (z —2) = —x + 2. We have that z — 2 = Ce™! and

C C?
M =xr=22 4+ Celz= (24 e )2 - ——e%
2 4
Integrate to get
C? t C
Y =B+ —e —I—/ (z+—e)2ds
8 0 2

C
where C' and B are constants. Let g(t) = fg(z + 56*"/)2 ds. Then ¢'(t) > 0 for all ¢ > ¢; > 0. Therefore

g(t) has a limit L > —oo and so 2’ has a limit. Hence system (3.11b) is not chaotic when A =1 .
If A =0, integrate the scalar equation in u to get

1 t
u” +u + §u2 =C —/ u?(s) ds
0

where C' is a constant, by Theorem 2.1 in [6] the system is not chaotic. Therefore system (3.11b) when
A > 1 and A =0 is not chaotic.

(4) Consider system (3.19).
Its two scalar Eq.s are ¢ = (y?) + Ay £¢"” and 2" = 2/?2 + Az £ 2. The second scalar Eq. is the
same as that of (3.1). Multiply by 2”. We get that

2 t
2" — §Z/3 —2Az7 =C — 2/ (AZ'2 7 2"%)ds
0

when A < 0 in system (3.19a) and A > 0 in system (3.19b), by Theorem 2.1 in [6], the systems are not
chaotic.
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(5.1) Consider system (3.13).
The scalar Eq. of system (3.13) is ¢y = 2yy’ + Ay’ + " F Ay. Multiply by y and integrate to get

1 2., A !
w' =) -3t - Sy Fw =C qE/0 (V' ())” + Ay*(s)) ds

If A > 0, by Theorem 2.1 in [6], system (3.13) is not chaotic. Note that the scalar equation of system
(3.13) in z is 2" = 2’2 £ (2" — Az) + A2,

Proposition 5.2 For system (3.13a), if A <0 and x(0) > 0, then z(t) > 0 and 2'(t) = 0 for all t > 0.

Proof: If 2(0) > 0, multiply the first Eq. of system (3.13a) by e~ to get x = (ac(O) + f(f y2(s)e % ds) et
Obviously, 2’ > 0, for ¢ > 0. Hence (3.13a) with A < 0 and z(0) > 0 is not chaotic.

(5.2) Consider system (3.18).
For (3.18a), let u =y — 2, v’ = y. We have that

J" - = (u/)z + Au' — Au

Multiply by u” and integrate to get

%(u')S AW + 24w = C + 2 / (W"())® + A@(5))?) ds
0

For (3.18b), let w =y — z, v/ = —y. We have that

(u//)Q _

I _(ul)Q + A + Au
Multiply by u” and integrate to get

\2 2 n3 n2 I . ! " 2 ! 2
(u”) + 3(u) A(u')* —2Auu’ =C 2/ (u"(s))* + A(W/(s))?) ds
0

If A >0, by Theorem 2.1 in [6], system (3.18) is not chaotic.

(5.3) Consider system (3.22).
The scalar Eq. of system (3.22) is 3" = +%” + y? + Ay’ F y Multiply by %’ and integrate

1,0 1/2_1 42: ! ”82 /82 3
V' F 0= 3% 50 = Ok [ (6P + AW 9)?) d

If A >0, by Theorem 2.1 in [6], system (3.22) is not chaotic.

(5.4) Consider system (3.24).
Its scalar Eq. is 2" = +2” + 22 + Az’ F z which is the same as that of (3.22). Hence systems (3.24) with
A > 0 is not chaotic.

(5.5) Consider system (3.31).
The scalar Eq. of system (3.31) is 2/ = +2"” F Az + 22’ + Az’. Multiply by z and integrate

1 A 1 !
22" — 5(,2’)2 — 522 — §z3 Fz2'=C ;/ ((z/(s))? + A2?) ds
0

If A >0, by Theorem 2.1 in [6], system (3.31) is not chaotic.
Let (0) = xo, y(0) = yo, 2(0) = 2.
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Proposition 5.3 If A <0 and xg — %28 > 0, system (3.31a) is not chaotic.

Proof: By (3.31), 2/ Fa = 22/ and z = 2 — Az. Thus (2" — Az)' F (2" — Az) = 1(2?)". Multiply both
sides of the Eq. by eT! and integrate to get

1 1 !
2 — Az — 22 =Crett £ eit/ 22(s)eT5 ds
2 2 J;
where C* = 2”(0) — A2(0) — 322(0) = 2 — 323.
If A<O and C* = zg — 122 > 0, for (3.31a) we have 2" — Az — $2% = C*e! + let (f 22(s)e~*ds. Then
— Az — 122 5 0, as t — co. This implies that z = 2" — Az — oo and elther 2" — o0 or z — 00, as

2
t—>oo. Hence z — oo.

(5.6) System (3.35) can be written as 22" — /2" = 422" F A2% + 222, Integrate to get

t

22" — (2)? — %23 Fzi =C :F/ ((z'(s))2 + AZQ) ds
0

If A >0, by Theorem 2.1 in [6], system (3.35) is not chaotic.

(6) Consider system (3.36).
The scalar Eq. of (3.36) is 2/ = 22’ + Az + 2. Multiply by z and integrate

1 1 !
22— 2?2 B F 2 =C+ / (A22 F /%) ds
2 3 0
where C' is a constant and ¢t > 0. When A < 0 in (3.36a) and A > 0 in (3.36b), by Theorem 2.1 in [6],

system (3.36) is not chaotic.

(7) Consider system (3.44).
For system (3.44a), if A =1, then 2/ — ¢y’ =2 —y, x — y = Ce’. So at least one of x and y is unbounded.
Hence the system is not chaotic.

If A#1, then (x —y) =2 —Ay=(x —y)+ (1 — A)y. Let u =2 —y. Then ' = u+ (1 — A)y. Since
T = u +y, we have vy = Ay’ + xy. This implies

— (14 A" = —Au +u —u? — ! !

Integrate to get

_ / o Ls /t 2 1 EPRY
I+ A)u + Au 5 U =C ; U 1_A(u u)” | ds
and case A = 0, we have
' —u - fu =C— / 2u + (u')?) ds
If A>1and A=0, by Theorem 2.1 in [6], system (3.44a) is not chaotic.

Consider system (3.44b).

—t\ 2 _
If A=—1,2' —y = —(x —y), then x — y = Ce~t. Thus, y”+y':y2+06_ty:<y+062t) —CQZ *

WhereC:xo—yO. Letg:y—kceT_t.Then y’/_|_y _y +y _g2 CZZ_%'
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Integrate to get
C2 t
g/"i'Q:Cl +§ (6_2t — 1) +/ Z)2(S)d8
0

where C1 = 7/(0) + 4(0) = 2. Let g(t) = fg 9%(s)ds > 0. Then ¢’ > 0, for all t > 0 and so g has a limit
L > 0. If L = oo, the solution is unbounded. If L < oo, §’' + 19 — C1 — %2 + L =K, ast — co. We define
sets of two 2-dimensional surfaces as follows:

S1 ={(z, vy, 2) ceR3: x—y =0}

So={(x,y,2) eR3: 2 =K}
9 +9—9y +y=2— K, imply that (z,y, 2) — Se, and (z, y, z) — S1. So (z, y, z) — S1 N Ss, as
t — oo. Hence system (3.44b) with A = —1 is not chaotic.

HA#£-1,(x—y)=-2—Ay=—(r—y)— (1+A)y. Let u=2 —y. Then v/ = —u — (1 + A)y.
Since x = u + vy, vy’ = Ay’ + zy. We have

u" + (1 — A" = A + ud +u? —

Integrate to get

1 ¢ 1
u”—|—(1—A)u'—Au—2u2:C—|—/ <u2— (u'—u)2> ds
0
When A = 0, we have

2
If A< —1and A =0, by Theorem 2.1 in [6], system (3.44b) is not chaotic. B

1 t
u’ o+ Zut = C—/ (u')? ds
0

Proposition 5.4 (1) Systems (3.34), (3.37) and (4.6) are equivalent.
(2) System (3.35) is equivalent to systems (4.5) and (4.21).

Proof. (1) System (3.34), after the transformation z = z + A, § = y, T = x, has the following form:

=/

=9z, Y=xy+z—-4, Z= (5.1)

_/

T
System (3.37) with z =z, y =y + A, & = x becomes (5.1) and system (4.6) with z =gy, y=Z and z =z
becomes (5.1).

(2) System (4.5) after the transformation z = 2, § = y + A, T = z, becomes ¥ = +T + 7, §¥ = ZZ,
Z=yg—ALetY =z, Z=gand X =T toget X' =+X+Z, Y =7Z— A, Z = XY. We obtain (4.21).

Kl

Starting from system (4.5a), welet X = A4z, Y =yand Z=ztoget X' =X +Y,Y' =XZ - AZ,
Z' =Y. Exchange X and Y, we have X' =Y Z — AZ, Y =X +Y, Z' = X. We get (3.35a).

Starting from system (4.5b),let X = A—xz, Y =yand Z = 2. Wehave X' = - X-Y,Y' = AZ-XZ,
7Z'=Y.Let X = —v, Y =u and Z = w. Then the system becomes

/ / /
v =vw+Aw, vV =u—v, W =u

Change the names u, v and w back to z, y and z we get (3.35b). B

Systems (3.35) and (4.6) will be studied later.
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Theorem 5.5 (1) If A <0 in system (4.5a) and A > 0 in system (4.5b);
(2) If A >0 in system (4.10);

(8) If A <0 in system (4.12a) and A > 0 in system (4.12b);
(4) If A > 0 in system (4.17a) and A < 0 in system (4.17b);
(5) If A > 0 in system (4.20a) and A < 0 in system (4.20);
(6) If A > 0 in system (4.21a) and A < 0 in system (4.21b);
then these systems under the given conditions are not chaotic.

P

Proof: (1) Consider system (4.5).
Since ¥’ = 2’2 + 22’ = (xx + y + A)z + xy, we have

y' =y +yz+Az+axy or ="+ + A2+
Multiply the Eq. in z by z to get
22" = tz22" + 2% + A2+ 22"
Integrate to get
27" — 2% — éz?’ Fzd =CH+ /Ot(Az2 T2?)ds

where C'is a constant and ¢ > 0. When A < 0 in (4.5a) and A > 0 in (4.5b), by Theorem 2.1 in [6], system
(4.5) is not chaotic.

(2) Consider system (4.10).
y// — yz_‘_Aiy/ y/// — y/z_i_yzliyl/ :y/Z‘f‘y%'iy”
v'=yz+y Fy) £y, oy =y (@ - A+ Fy) Ly
w" =y Fy) - A+ Fy gy
From (4.10a), we have

/ / !/
—x =—yz— A, zy =xz4yz, —z2z =-—x2

y? =y, —yy =—ay—y?

Then 1 1
2 2 / 2
- - - - - _—_.A_
(- 22’ oY + yz) Y
Lo 1, ! 2
—x—ﬁz —§y +yz=C— | (A+y°)ds
0

where C'is a constant and ¢ > 0. When A > 0, by Theorem 2.1 in [6], system (4.10a) is not chaotic.

From (4.100), we have
= yz + A, zy’ =z2z+ Yz, —27 = —z2

v =zy, —yy =—ay+y’

Then ) 1
(x— 22—y +yz) =A+y°
2 2
Lo, 1, ! 2
T =52 =gy +yz=C+ | (A+y“)ds
0
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where C' is a constant and ¢t > 0. When A > 0, by Theorem 2.1 in [6], system (4.10b) is not chaotic.
(3) Consider system (4.12).

The scalar equation of (4.12) is: ¢y = +y” + yy' F y*> + A. Integrate to get

y'Fy' 05y =C+ /Ot(A Fy(s)?) ds
where C' is a constant and ¢t > 0. When A < 0 in (4.12a) and A > 0 in (4.12b), by Theorem 2.1 in [6],
system (4.12) is not chaotic.
(4) Consider system (4.17).
The scalar Eq. of (4.17) is: ¢ = yy' — Ay + ", multiply by y to get

1 1 t
' — v Fuy - gy =C - /0 (Ay(s)? £/ (5)%) ds

where C' is a constant and ¢ > 0. When A < 0 in (4.17a) and A > 0 in (4.17b), by Theorem 2.1 in [6],
system (4.17) is not chaotic.

(5) Consider system (4.20).
The scalar equation in y is

yl/l — j:y//+yy/ _Ay
Integrate to get

1 1
w' =Sy =+ gyt - /(?/2 + Ay?)ds +C

by Theorem 2.1 in [6], system (4.20a) when A > 0 and system (4.200) when A < 0 are not chaotic.

(6) Consider system (4.21).
Since ¢y’ = zy, " =2y +yx’ = (£ + 2)y + ¥y = (zx + ¥ — A)y + y'z. The scalar Eq. of (4.21) is

yy/// — :l:yy// +y2y/ o Ay2 _|_y/y//
Integrate to get

3

where C' is a constant and ¢t > 0. When A > 0 in (4.21a) and A < 0 in (4.21b), by Theorem 2.1 in [6],
system (4.21) is not chaotic. B

1 t
v —y ¥y — syt =C +/0 (—Ay(s)* ¥y (s)) ds

Now we consider system (4.6). Since 2" = xz, z = 2’ Fx — A, we have
I”/ :F-TH — $$/ :F-T2 — Ax

Our method doesn’t work for this scalar equation. We will give numerical results on this system in section 7.

Proposition 5.6 System (4.6a) has an invariant region for A < 0: Q1 = {(z, y, 2)|lr + 2+ A > 0,y >
0,z > 0}.
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The proof is obvious.

Among the 21 systems in this section, 9 of them exhibit chaos. For the rest 12 systems after a large
amount of numerical simulations we didn’t find chaotic behavior in them. In the next two sections, we
will give some of our numerical results on the systems including chaotic and nonchaotic behavior.

6 Simplest dissipative chaotic systems

Nine out of the 21 chaotic candidates in section 5 exhibit chaos. They are systems (3.1), (3.6), (3.19),
(3.35), (3.36), (4.5), (4.17), (4.20), and (4.21). By Proposition 5.4 systems (3.35), (4.5) and (4.21) are
linearly equivalent. After the following scalar transformations the “b” systems are transformed to the “a”
systems for the following seven systems:

r=—-X,y=Y,z2=—-2Z,t=—-1 (3.1b) — (3.1a) with A replaced by —A
r=X,y=Y, z=-Zt=—71 (3.6b) — (3.6a) with A replaced by —A
r=—-X,y=Y,z2=—-2Z,t=—-1 (3.19b) — (3.19a) with A replaced by —A
r=X,y=-Y,z2=7Z,t=—71 3.36b) — (3.36a)

r=X,y=Y, 2
r=-X,y=Y, z
r=-X,y=Y, 2z

(
—Z,t=—1 (4.17b) — (4.17a) with A replaced by —A

Z,t=—-1 (4.20b) — (4.20a) with A replaced by —A
Z,t=-1  (3.35b) — (3.35a)

Therefore if a “b” system has chaos when ¢ — oo, then the corresponding “a” system has chaos when
t — —oo and vice versa.

The scalar equations of the seven “b” systems are:
(3.1b), (3.19b) v + " —2yy' — Ay =0

(3.6b) y"'+y —yy — Ay =0

(3.36b) M4 — 2 — A2 =0

(4.17b), (4.20b) ¥ + 4" —yy' + Ay =0

(3.35b) 22" — 2" = —22" 4 AZ? + 22

Each of the above scalar equations except that of (3.35b) is linearly equivalent to system (14) Y +
aY" £YY'+Y =0 in [13] (Sprott, 2000), when a > 0 the system is dissipative. In 3D Sprott’s system

reads
d

Y'=2 Z'=X X =FYZ-aX-Y, '=—
=

In 3D the scalar equations of (3.6b) reads

/ /

Y =z =2 2d=yz-a+Ay '=—
After the transformations
1
X = :Fa437, Y = :FaQy, Z = :Fa3z, T=—1
a

Sprott’s 3D system is transformed to the above 3D system and therefore Sprott’s scalar equation becomes

1
the scalar equation of (3.6b) y"" — yy' — Ay +y" = 0 with A = ——. Similarly after the transformation
a

1
X =72z, Y =72d%y, Z=7F22, T=—t
a
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1
Sprott’s scalar equation becomes the scalar equation of (3.10) ¥ —2yy’ — Ay +y" = 0 with A = ——. For
a

the scalar equation of (3.36b) we simply have to switch the names of y and z. For the scalar equation of
1

(4.17b), and (4.200) we let A = —. To study the chaotic behavior of these systems, it is sufficient to study
a

system (3.1b) where chaos was discovered by Sprott [10] and system (3.35b) where chaos was discovered
by Melasoma [8].

It is well known that sensitivity on initial conditions of bounded solutions implies chaos and it is
characterized by the Lyapunov spectrum or the largest Lyapunov exponent (usually base e):

|AZ(t)| =~ e)‘t|AZ0|

where AZj is the initial separation.
For readers’ convenience we give the definitions of Lyapunov exponents. From [1] the Lyapunov expo-
nents of the orbit starting from a point vy of a smooth map f is defined as:

Let f: R™ — R™ be a smooth map, let J,, = Df™(vy) be the first derivative of the nth iterate of f,
where vg € R™ and for k = 1,2,...,m, let r}! be the kth longest axis of the ellipsoid J,U, where U is the
unit sphere centered at vg. Then r}) measures the contraction or expansion near the orbit of vy during the
first n iterations. The kth Lyapunov number of vq is defined by

Ly, = lim (rp)t/"
n—oo
if this limit exists. The kth Lyapunov exponent of vy is hy = In L.
Usually for a continuous dynamical systems, the map is chosen as a Poincaré section, say {(z,y,z) €
R3[|z = 0,y > 0}.
Another character of chaos in dissipative systems is that they can have strange attractors, which can
possess a non-integer dimension. From [1] and [3] the Kaplan-Yorke or Lyapunov dimension is defined as:

Let f: R™ — R™ be a smooth map. Consider an orbit with Lyapunov exponents hy > ho > ... = hp,,
and let p denote the largest integer such that

SP_ ki >0

Define the Kaplan-Yorke or Lyapunov dimension Dj, of the orbit by

0 if no such p exists
Dy = p+m2f:1hi if p<m
m ifp=m

Chaotic solutions in the first six systems (3.1b) to (4.20b) are shown in Figures 1 to 4 and Figures 8
and 9. Another scalar equation for (3.1b) is 2/ — 2”2 — Az + 2" = 0. After the transformation

X =ax, Y:a2y, Z:a3z, T=at

1
Sprott’s ([11], 1997) equation Z"”'+aZ" —Z"*+Z = 0 becomes (3.1b)’s 2" —2? = Az+2" = O with A = ——.

a
From [11] for 2.0168 < a < 2.0577 the systems exhibit chaos. When a = 2.017 the Lyapunov exponents
of an orbit is (0.0550,0,—2.0720) and the corresponding Kaplan-Yorke dimension is Dgy = 2.0265.
According to the rescaling when —0.121902... < A < —0.114767... system (3.1b) exhibit chaos. When
A = 0.121866 system (3.1b) has a positive Lyapunov exponent and non-integer dimension. Due to the
equivalence of the six systems, there are chaotic solutions in all the six systems.
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Figure 1: A strange attractor of system (3.1b) Figure 2: A strange attractor of system (3.6b)
A= 012177, 9 = —0.00228, yo = 0.034324, A= —0.117, zo = 0.23421, yo = —1.20288, 2o = 0.118738
zp = 0.134228

In two of the first six systems we show pictures of stable period 1, 2, 4, 8, and 12 orbits in Figures 5
to 7 and 10 to 12. It seems that the route to chaos while parameters change in the systems is through the
increase of periods of periodic orbits. The existence of periodic solutions in continuous systems may have
an order similar to the Sharkovskii Theorem.

The characteristic polynomial corresponds to the linearization of (3.1b) at the equilibrium (0, 0,0) of
the system is A\* + A2 — A = 0, where A < 0. The characteristic polynomials of the first four systems
are the same. The characteristic polynomial for systems (4.17b) and (4.20b) is the same as that of (3.1b)

1
except the sign of the parameter A. Let A\ = & — 3 Then the polynomial becomes &3 — ,5 + 7~ A. Let
1 3 1 3
w=-3 + 72 and so w? = 5~ \sz Then the three roots of the polynomial are

M= 3+ {5~ o+ VAAA Y 4 (S - - A1)
—%+w{§——+\/m}”3 oﬂ{é—i— A(Aja—1/2T)}?
Yo = 3+ {5 — o + VAR Y v (S - o~ VAR 1T}

So the discriminant A = A(A/4 — 1/27) is positive when A < 0 and it has a negative real root and two
complex roots for all A < 0. This implies that solutions oscillate near the equilibrium.

All the first four systems (3.1a) to (3.36a) have a unique equilibrium (0,0,0) with the same char-
acteristic polynomial A3 — A2 — A. The characteristic polynomial for systems (4.17a) and (4.20a) is the

same as that of (3.1a) except the sign of the parameter A. Let A = £ + 3 Then the polynomial becomes

2
£ — ,5 A— 57 and the discriminant is A = A(A/4+1/27). When A > 0 it has a positive real root and
two complex conjugate roots. The solution of system (3.1a) with A > 0 shown in Figure 13 is a relatively

complicated one that we can find. Most solutions become monotone quickly as t increases.

The behavior of systems (3.6a), (3.19a), (3.36a) all three with A > 0, and systems (4.17a) and (4.20a)
both with A < 0 are similar to those of system (3.1a).

Now we look at system (3.35) with A < 0. The characteristic polynomials of the equilibrium (0,0, 0)
are (1 — \)(A2 — A) for the “a” and “b” systems respectively. It was discovered by Malasoma ([8], 2002)
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04 0.6

Figure 3: A strange attractor of system (3.19b) Figure 4: A strange attractor of system (3.36b)
A= -0.117, z(0) = —0.0832, y(0) = —0.133358, A= -0.117, z(0) = 0.0192, y(0) = 0.1, 2(0) = —0.082.
2(0) = —0.28375

that it exhibits chaos in a very narrow interval of the parameter and initial conditions. After switching X
and Z in Malasoma’s system M(11) (see the last section) and then the scalar transformation
1

X=oc, Y=0o%, Z=oaz 1=—t
e

1
Malasoma’s system M(11) is transformed to system (3.35) with A = ——. Malasoma found chaos

e}
when 10.2849 < o < 10.3716, i.e. —0.00945365726 < A < —0.0092962647. When o = 10.285, i.e.
A = 0.0094534734, the system has s solution with a positive Lyapunov exponent greater than 0.01 and
Kaplan-Yorke dimension Dyy = 2.01. Figure 14 shows a chaotic attractor of system (3.35).
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Figure 5: System (3.1b)’s periodic orbits
(a) Small period one A = —0.091, o = 0.0424, yo = 0.145, 2o = —0.228
(b) Period two A = —0.06, 2o = 0.014587, yo = 0.4984839, 2 = 4.054846
(¢) Period four A = —0.0625, o = —0.3251857, yo = —0.3382, 29 = 6.02942896
(d) Big period one A = —0.05, 2o = 0.0244992, yo = 0.3598, 2z, = 2.103894
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Figure 6: System (3.1b) period eight solution. Figure 7: System (3.1b) period eight solution.
A= —0.1146, zo = 0.0484239, yo = 0.2239523, A= —0.1146, zo = 0.0484239, yo = 0.2239523,
zo = 0.0378952 zp = 0.0378952
0 0.4
0.2~
0
ok
-04-
-0.6-
-0.8-
1 : : : : : : -1 : : : : : : :
2 15 1 0.5 0 0.5 1 15 2 -2 15 1 0.5 0 05 1 15
Figure 8: A strange attractor of system (4.17b) Figure 9: A strange attractor of system (4.200)
A =0.117, 2(0) = 1.00213, y(0) = 1.34918, A =0.117, 2(0) = 0.0902, y(0) = 0.773467,

2(0) = —0.744 2(0) = —0.432
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Figure 10: System (3.6b)’s periodic orbits
(a) Period one A = —0.0517, xp = —0.019754, yo = —1.1067, zo = 0.1654435
(b) Period two A = —0.061708, z¢ = 0.0006, yo = 0.69191, z; = 0.060376
(¢), (d) Period four A = —0.11295, xg = —0.0158, yo = 0.744694, zo = 0.07963
(e), (f) Period eight A = —0.1143783, 29 = —0.01984643, yo = —0.35572886,
zo = 0.1326593
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Figure 11: System (3.6b) period 12 solution. Figure 12: System (3.60) period 12 solution.
A= —0.115, 2(0) = 0.3112473, y(0) = —0.973356, A= —0.115, 2(0) = 0.3112473, y(0) = —0.973356,
2(0) = —0.43474 2(0) = —0.43474
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Figure 13: System (3.1a) picture (a) and (b) show that x and y oscillate several times
and then become monotone, z has only one turn before becoming monotone.
A =251, 2(0) = —1.91, y(0) = —4.07, 2(0) = —5.81
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Figure 14: A strange attractor of system (3.35b)
A = —0.009453473, z(0) = —0.02022133354, y(0) = —0.11344168, =z(0) = —1.030428604
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7 Numerical Simulations

We use Ermentrout’s XPP [2] for our numerical simulations. The numerical method is fourth order Runga-
Kutta (RK4), Relative Tolerence= le — 008, Absolute Tolerence= le — 007, and At varies from 0.001 to
0.05. We used CVode for a couple of systems. We didn’t find chaotic behavior in the systems studied in
this section. In the following all the characteristic polynomials are for the linearization of the system at
one of its equilibria.

The solutions of system (3.11a) with A > —1 oscillate and then become out of bound as shown in
Figure 15 (a) and (b). When x < 0, it is very easy to catch a solution that looks like the one shown
in Figure 15. Other solutions are relatively simple according to our simulations. The equilibrium (0,0, 0)
of the system has the characteristic polynomial A?(1 — )), which is independent of A. The solutions of
system (3.11b) with A < 1 oscillate and then become unbounded as shown in Figure 16 and Figure 17. The
equilibrium (0,0, 0) of the system has the characteristic polynomial A2(1 + \), which is also independent
of A. Since both systems have two zero eigenvalues, the behavior of them can be complicated.

v z
2006 1
1500
1008 50
ol
0 I 0
"
500 i
-100 50
1500
2 I A i I I I
20000 15000 -10000 5000 0 2000 50 00 500 0 50 1000 1500 2000
X v

(a) (b)

Figure 15: System (3.11a) A = —0.992, 2(0) = —1.095, y(0) = —22.47, z(0) = 60.6

For system (3.13a) and (3.13b) with A < 0, from our simulations, typical solutions of system (3.13a)
oscillate to become unbounded and typical solutions of system (3.13b) oscillate to approach the equilibrium
(0,0,0) as shown in Figure 18, Figure 19 and Figure 20. The characteristic polynomials of the equilibrium
(0,0,0) are (—A+1)(A2— A) and (—A—1)(\2— A) for the two systems and therefore the eigenvalues are +1
and —1 both with two imaginary roots ++/A respectively. Both systems should have bounded oscillatory
solutions.

System (3.18a) and system (3.18b) both with A < 0 have the same characteristic polynomials corre-
spond to their equilibrium (0, 0, 0) as those of (3.13a) and (3.13b) (A—1)(A\%2 — A) and (A +1)(\? — A) and
therefore the eigenvalues are +1 and —1 both with two imaginary roots £+v/A respectively. From our sim-
ulations, similar to the solutions of (3.13) the solutions of system (3.18a) oscillate to become unbounded

and the solutions of system (3.18b) oscillate to approach the equilibrium as shown in Figure 21 and Figure
22.

For system (3.22a) and (3.22b) both with A < 0, the equilibrium (0,0, 0) have the characteristic poly-
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Figure 16: System (3.11b) Figure 17: System (3.11b)

A=-55 2(0) = —1.42, y(0) = 12.64, 2(0) = —4.01 A =0.98, 2(0) = —1.042, y(0) = 283.7, 2(0) = —233.7
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Figure 18: System (3.13a) Figure 19: System (3.13a)
A=-52 z(0) = —3.84, y(0) = 1.128, 2(0) = 0.26 Curve-1: A = —20.305, 2(0) = —3.8, y(0) = —0.08,

2(0) = 0.339; Curve-2 A = —20.305, z(0) = —3.8,
y(0) = —0.08, 2(0) = 0.439
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Figure 20: (a), (b) (3.13b) A = —2.305, z(0) = —3.8, y(0) = 0.252, z(0) = 0.24

nomials (+1 — A\)(A?2 — A), which is the same as that of system (3.13). From our simulations, when A is
negative with large absolute value, curve 1 in Figure 23 oscillates around x = 0 in the x direction and y
becomes unbounded, curve 2 in Figure 23 also oscillates around x = 0 in the x direction and y becomes
unbounded. It seems that between curve 1 and curve 2 there is an unstable periodic solution. In Figure
24 both curve 1 and curve 2 seem to oscillate to either a stable periodic solution or the equilibrium.

For system (3.24a) and (3.24b) both with A < 0, the linearization at the equilibrium (0, 0,0) have the
characteristic polynomials (£1 — \)(A? — A), which is the same as that of system (3.13), and therefore
the eigenvalues are +1 and —1 both with two imaginary roots ++v/A respectively. Typical solutions of
system (3.24a) oscillate and then move away from near the equilibrium and become unbounded as shown
in Figure 25. Typical solutions of system (3.24b) become oscillatory and they approach either a stable
periodic solution or the equilibrium as shown in Figure 26. The approach is very slow.

For system (3.31a) and (3.31b) both with A < 0, the linearization at the equilibrium (0, 0,0) have the
characteristic polynomials (1 — A\)(\% — A), which is the same as that of system (3.13), and therefore the
eigenvalues are +1 and —1 both with two imaginary roots /A respectively. Typical solutions of system
(3.31a) oscillate and then move away from the equilibrium and become unbounded as shown in Figure 27.
Typical solutions of system (3.31b) become oscillatory and approach either a stable periodic solution or
the equilibrium. For system (3.310) we used CVode for the simulation.

For system (3.44a) with A < 1 and system (3.44b) with A > —1, the equilibrium (0,0,0) have charac-
teristic polynomials A\(A — A)(£1 — \) respectively. The solution shown in Figure 28 with positive small A
oscillate with the amplitude in y direction increases and then decreases while the amplitude in z direction
increases to infinity. The solution of system (3.44b) shown in Figure 29 have similar behavior as that
in Figure 28 in the sense that the z—amplitude becomes infinity. Picture (b) is the continuation of the
solution in (a).

Now we look at system (4.6) with A € R. System (4.6a) and System (4.6b) both have two equilibria:
Pli = (0,0, —A) and Pzi = (FA4, 0, 0), P;r and P, are for “a” and “b” system respectively. The lin-
earization at the equilibrium PljE = (0,0, —A) and P2jE = (FA4, 0, 0) have the characteristic polynomials
~A3 £ 22 — A and —\3 + A2 F AX £ A respectively. Therefore the eigenvalues for the first equilibrium
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Figure 21: (a) System (3.18a) A = —10.7, z(0) = —1.35, y(0) = —1.43, 2(0) = 2.18
(b) System (3.18a) A = —1000.7, 2(0) = —1149.2, y(0) = —39.7, 2(0) = 2.18

PE = (0, 0, —A) are the same as that of system (3.1) with two complex roots for certain As. The solutions
shown in Figure 30 oscillate for small ¢t and then becomes unbounded. The solution shown in Figure 31
oscillates to approach the equilibrium or a stable periodic solution. System (4.6a) has an invariant region:

QU ={(z,y, 2)lr+2+A>0,y>0,2>0, A<0}

Once a solution gets into this region it will go to infinity.

System (4.10a) and system (4.10b) both with A < 0 have no fixed points. The solutions of system
(4.10a) and (4.100) shown in Figure 32 and Figure 33 started with oscillations and then become un-
bounded.

Finally we look at system (4.12a) with A > 0 and system (4.12b) with A < 0. System (4.12a) and
system (4.12b) both have two equilibria: P, = (0, £v/A, FVA) and P = (0, +v/—A, £v/—A), P and
Pbi are for “a” and “b” system respectively. The linearization at the equilibrium PF and Pbi have the
characteristic polynomials —A3 + A2 4+ VAN F 2V A and —X\3 — A2 + /=A\ 4+ 2v/—A. The solutions of
system (4.12a) and (4.12b) shown in Figure 34 (a) and Figure 34 (b) again started with oscillations and
then become unbounded.

Our simulations suggest that it is unlikely that systems (3.11), (3.44) and (4.10) have chaos.
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Figure 22: System (3.18b)
Curve-1: A =-1.117, 2(0) = 0.63, y(0) = —0.88, 2(0) = —0.28
Curve-2: A= —1.117, 2(0) = —0.38, y(0) = 1.27, 2(0) = —0.28
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Figure 23: System (3.22a) Figure 24: System (3.22b)

Curve-1: A = —50, z(0) = —1.8, y(0) = 0.01, 2(0) = —3.1 Curve-1: A = —100.7, 2(0) = 1.6, y(0) = =70, 2(0) = 0.5
Curve-2: A = —50, z(0) = —1.8, y(0) = 0.1, 2(0) = —=3.1 Curve-2: A = —100.7, z(0) = 1.6, y(0) = 70, z(0) = 247
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Figure 25: (a) System (3.24a) Curve-1: A = —20.55, 2(0) = —0.59, y(0) = 1.915, 2(0) = 0.9396. Curve-2: A =
—20.55, 2(0) = —0.6, y(0) = 1.915, 2(0) = 0.9396

(b) System (3.24a) Curve-1: A = —30.55, (0) = —0.6, y(0) = 1.915, z(0) = 0.9396.
Curve-2: A = —30.55, 2(0) = —0.6, y(0) = 2.915, 2(0) = 0.9396
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Figure 26: (a) System (3.24b) A = —0.512, z(0) = —0.2, y(0) = —0.46, 2(0) = 1.37583
(b) System (3.24b) A = —2.41, z(0) = 0.25, y(0) = —0.33, 2(0) = 0.86
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Figure 27: (a) System (3.31a) A = —20, 2(0) = 0, y(0) = —2.5, 2(0) = 0.5 (red), z(0) = 0.55 (blue)
(b) System (3.31b) A = —2.2, 2:(0) = —29, y(0) = 30, 2(0) = —6 (red), y(0) = 31, 2(0) = —5.9(blue)

Figure 28: System (3.44a)
(a) A=0.125, z(0) = —0.5, y(0) = —0.1, 2(0) = —1.9
(b) Same parameter and initial condition with longer time
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Figure 29: System (3.44b)
A =565, 2(0) = 3.19, y(0) = 0.8, 2(0) = —19
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Figure 30: System (4.6a) Figure 31: System (4.60)
A=—165, 2(0) = —1.2, y(0) = 3.1, 2(0) = —0.4 A =—-10.05, 2(0) = —2.2, y(0) = —23, 2(0) = 3.6
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Figure 32: System (4.10a) Figure 33: System (4.10b)
A=-265, 2(0) = 1.5, y(0) = —0.8, 2(0) = —2 A=—4.125 2(0) = —8.8, y(0) = 0.8, 2(0) = 2.5
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Figure 34: System (4.12)
(a) (4.12a) A = 4.125, 2(0) = —3.5, y(0) = 0.08, z(0) = 0.05
(b) (4.12b) A = —2.5, 2(0) = 0.17, y(0) = —2.67, 2(0) = —1.26
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8 Conclusion

In the first part of this paper we proposed and proved an extension of Theorem 2.1 in [6]. The difference
between Theorem 2.3 and Theorem 2.1 in [6] is in their hypotheses. Theorem 2.3 allows f(z) to be
continuous or to have singularities. None of them implies the other. There are systems that can be resolved
by both theorems. There are also systems that can be resolved by one but not the other. To apply the
new theorem, one often need more calculations to verify (H2).

We then considered all possible 5-1 quadratic dissipative systems. Out of all possible 5-1 quadratic
dissipative systems we obtained 65 systems that need to be further studied. We proved analytically that
44 of the 65 systems are nonchaotic. Nine out of the 21 chaotic candidates are found to exhibit chaos. But
one only has to study two of them, (3.1b) and (3.35b) because the remaining seven systems are equivalent
to one of the two. It is worth mentioning that chaotic solutions in system (3.35b) are very difficult to find.
For the remaining 12 systems we didn’t find chaotic solutions after an extensive numerical simulations.
We believe that there is no chaos in systems (3.11), (3.44) and (4.10).

Finally we point out that in [8] (Malasoma, 2002) the systems have the following equivalent relations:
for the systems in Malasoma’s paper we denote them by M(n), n = 5,6,7,8,11,16, 18.

' =y+1 r=—-ar+z
M@GB)y = —ay+2z exchange z and y, Z-H(4.20)<y =x+1
2=y 2 =y
=z "= —ax +yz
M@®6)<y =x+1 exchange x and z, Z-H(4.17)¢y =z+1
2= —az+xy 2=z
=y = —z+y?
M(7)Sy = —ay+z exchange z and z, Z-H(3.19)¢vy' = —ay+=
P A—— + y2 o = y
J;‘, =y q;’ = —z+ 2Y
M@B)y = —ay+z exchange x and z, Z-H(3.36)¢ vy = —ay+ =
LZ’Z—HW =y
=z ¥ =—z+z2y
M11)y = —ay+ 2z exchange z and z, Z-H(3.35)¢ ¢y = —ay+=
2 =—x+ay 7=z
=z ¥=-PBr+z-1 =—-PBr+y—1
M@16)sy = —pPy+2z—1 exchangez andy <y =z then y and 2,4 3/ = 22
2 =y 2 =y 2=y
where the last one is Z-H(4.5)
=z+1 ¥ =—-PBr+z ¥ =—-Br+y
M(18)qy = —By+2z exchangexandy ¢y =2+1 then y and z,¢ ¢/ = 2z
2=y 2=y Z=y+1

Then let Y =y + 1. M(18) becomes Z-H(4.5)
¥=-pPr+Y -1

Y' =2z

Z =Y
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